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Can we use machine 
learning to distinguish 
multiple sub-classes of 

SN Ia ?

If so, are the resulting 
classes physically 

meaningful?
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Dimensionality Reduction

Unsupervised clustering

Build data matrix

subclasses
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Not enough data for training
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PCA parameter space built with all available spectra 
even those without an epoch determination

3677 spectra, of which 486 at max

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Deep Learning for Dimensionality Reduction 

Layers= (120,100,90,50,30,20,4,20,30,50,90,100,120)

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Deep Learning x PCA reconstruction power  
DL results are good even at late epochs

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Build data matrix
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Problem 1:
Not enough data for training
→ Transfer Learning

Problem 2:
Highly non-linear problem
→ Deep Learning

Problem 3:
We search for a data-driven
approach
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K-means clustering

Number of clusters as input

https://miguelmota.com/blog/k-means-clustering-in-javascript/
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2D visualization of 4D Deep Learning parameter space
Results from K-means

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Dimensionality Reduction

Unsupervised clustering

Build data matrix

subclasses

Problem 1:
Not enough data for training
→ Transfer Learning

Problem 2:
Highly non-linear problem
→ Deep Learning

Problem 3:
We search for a data-driven
approach
→ K-means
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Mean spectra by ML x human
 K-means with 4 groups x Wang

 

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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https://github.com/COINtoolbox/DRACULA

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059

https://github.com/COINtoolbox/DRACULA
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CRP #4: External Cluster ValidationCRP #4: External Cluster Validation

de Souza et al, 2017 - A  probabilistic approach for emission-line galaxy classification – arXiv:astro-ph/1703.07607
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What now?
Is there a future in this kind unsupervised learning?

Maybe  - if the data is abundance and of good quality

  Human classification is not based on current measurement alone

Number of clusters  - statistics might help

  External clustering validation

Can data guide the theoretical modeling? 
To be continued...
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Mean spectra by ML x human
 K-means with 1 group

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Mean spectra by ML x human
 K-means with 2 groups

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Mean spectra by ML x human
 K-means with 3 groups

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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Mean spectra by ML x human
 K-means with 4 groups

Sasdelli et al., 2016, MNRAS, 461, Issue 2, p.2044-2059
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In CRP #3

Budapest, 2016
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COIN Residence Program #4 
 Clermont Ferrand, 20-27 August 2017
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IAA facebook page COIN on twitter

Registrations open in July
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Deep Learning + Self-Organized Maps
Investigating the parameter space
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2D visualization of 4D Deep Learning parameter space
Results from K-means

Peculiar
Foley et al. 2010

Unsual
Garavini et al. 2005

Dubious
Phillips et al. 2006
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DL no TL
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